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ABSTRACT

Allowing users to discover new entities such as books, music, and
movies is an important goal for online platforms. Exploratory
queries such as “new indie rock releases” or "acoustic guitar
covers to learn" can help users explore the catalog and find their
next favorite song, and allow platforms to better leverage their
catalog by surfacing more niche content. However, the popularity
of an entity has a strong influence on which entities are
presented by the search system, especially if a machine-learned
model for retrieval was trained on user interactions. Also, if users
are not aware that they can find new content through exploratory
queries, they will rely mostly on navigational queries such as the
title of a familiar song or of a famous podcast show. In this talk,
we show how recent advancements in the field of language
modeling and graph learning can be used to reduce bias in search
systems and provide exploratory query suggestions, helping users
discover new content.
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