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DATA LOSES ITS OPERATIONAL VALUE IN A SHORT TIME

Limited-Area Model

- Partition the atmosfere 1x1x1 Km up to 10 Km
altitude (10 cells). Earth: ~ 5 x 1079 cells

- Let us supposed 1 cell needs 200 Floating
Point Ops. l.e. 10712 Ops for each step

- A 7-days forecast with 1 minute time step on a
T0GFLOPS CPU needs 1017 secs, i.e 10 days

- Es. Intel Core i7-7500U

+ To compute it in 5 mins you need a 35 TFLOPS
CPU

- 3500x (fastest CPU today, ~200GFLOPS)



B September 17, 2018, 12:00 PM GMT+2

Self-Driving Cars Can
Handle Neither Rain nor
Sleet nor Snow

® To help autonomous vehicles solve inclement
conditions, WaveSense will sell a sensor that can
see below the ground.

By Kyle Stock

Hyperdrive

100x100M CONTINUOUS WHETHER FORECAST, WHAT FOR?




PROGRAMMING MODEL: STENCIL

Stencil

----------------------

: T+2

------------------------

4-point 2-D stencil

Cell{x"';) = P1Cell(xy 1) +

chell(x 1,5) + P3C€ll(x+1 ) . P4C€ll(xy+1)




PROGRAMMING MODELS AND APPLICATIONS

HPC

Ghost cells or halo-swap

Locally synchronous data parallelism

Stencil

Scalable and well-understood

Simulations, finite elements, AMR, HPLinpack, ...

Physics, chemistry, engineering, ...

Globally synchronous data parallelism

BSP, PGAS, ...

Barrier = not scalable

Stream & task parallel

Compositional = good, but not scalable

Aldinucci et al.

“A Parallel Pattern for Iterative Stencil + Reduce,” Journal of Supercomputing, 2018
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HPC APPLICATIONS
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extreme scale system

PLATFORMS

island island island

cabinet cabinet cabinet cabinet cabinet cabinet

’ M U ‘tl_‘eve‘ C‘ USterS I module I module l module | module | | module l module | module | module I

| [ [ i i | | [ [

Multicore + GPUs |
node node | node | node node node node node node | node | node node

° Data mOvement core core core HW-acc GPGPU core core core HW-acc GPGPU

Optimised for CPU-bound applications, I/O-bound applications problematic

- High-speed network (e.g. fat-tree IB 100-400 Gb/s)

Efficient synchronisation is key for scalability

- Managed with job queue (PBS, SLURM)

Sometime bare metal virtualisation: singularity, kubernetes, ...Occam@UNITO



OccaAM@UNITO: CALENDAR + DOCKER

Docker images . - .

12 hours
I
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FAT nodes :
|
I
I
|
I
I
|
GPU nodes . :
|
I
I
|
I
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Load ssh-keys

in your gitlab profile

?SSH

Shell Facility Interface
ssh2://occam. c35 unito.it

OCCAM commands
Run computations on cluster
occam-run, occam-inspect..

Main Facility Interface
https://gitlab.c3s.unito.it

» &

Private Registry
https://gitlab.c3s.unito.it:5000

User’s Home Storage
/archive/home/USERNAME

Temporary/High IOPS Storage
/scratch/home /USERNAME

ns/Libs
Docker Engine
Op-erating System
nirastructure

Computation Nodes

node(01-32
node33-36
Node37-40

: LIGHT nodes
: FAT nodes
: GPU nodes

Advantages: Interactive, virtual farms + queue, user-defined configuration

More importantly... we designed it!
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(pre)-exascale candidates for

FEUROHPC :":"'_’C
FEU PROCESSOR + EU EXA-MACHINE

consorfium

Pre-exascale — Italy

Pre-exascale — Spain &

Portugal

Exascale - Germany ICELAND

| Exascale - France

Pre-exascale general system specifications

Other EuroHPC countries

- Applicants must describe how the following
general system specitications will be met, for
both the EuroHPC supercomputer and the site.

ESTONIA

+ The hosting entity will host a supercomputer 8 o B
with the following requirements: DENMARKtﬁg o
" . . IRELAND UNITED KINGDOM >
A capability computing system, with an aggregated NETHERLANDS
performance level capable of executing at least 200 / POLAND

Petaflops (sustained performance measured using
linpack benchmark)

Covering the needs (including substantial performance
increase) of a wide range of key/grand challenge
applications that demonstrably require large systems that
are precursors of exascale capability computing.

CROATIA

BOSNIA SERBIA
& HERZ.

A total power consumption of no more than 15 MW for . - g
PORTUGAL T -

the hosting of the EuroHPC supercomputer SPAIN _ R



“"THE MOST DAMAGING PHRASE IN THE LANGUAGE IS L'OMA SEMPER FAIT PARE!"
(WE'VE ALWAYS DONE IT THIS WAY!)

The grandma

of Cobol

Grace Hopper

From Wikipedia, the free encyclopedia

Grace Brewster Murray Hopper (née Murray; December 9, 1906 — January 1, 1992) was an American
computer scientist and United States Navy rear admiral.l'l One of the first programmers of the Harvard Mark |
computer, she was a pioneer of computer programming who invented one of the first compiler related tools. She

Grace Murray Hopper

popularized the idea of machine-independent programming languages, which led to the development of
COBOL, an early high-level programming language still in use today.
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attempted to enlist in the Navy during World War |l but was rejected because she was 34 years old. She
joined the Navy Reserves. Hopper began her computing career in 1944 when she worked on the
1 Mark | team led by Howard H. Aiken. In 1949, she joined the Eckert—Mauchly Computer Corporation

r. She believed that a programming language based on English was possible. Her compiler converted
4+ | terms into machine code understood by computers. By 1952, Hopper had finished her program linker
lly called a compiler), which was written for the A-0 System.[2I3]141(5]

, Eckert—Mauchly chose Hopper to lead their department for automatic programming, and she led the
of some of the first compiled languages like FLOW-MATIC. In 1959, she participated in the CODASYL
ium, which consulted Hopper to guide them in creating a machine-independent programming language.

Rear Admiral Grace M Hopper, 1984

o her accomplishments and her naval rank, she was sometimes referred to as "Amazing Grace".[6]l’]

5. Navy Arleigh Burke-class guided-missile destroyer USS Hopper was named for her, as was the Cray Alma mater Yale University

—XEBFopper" supercomputer at NERSC.[8! During her lifetime, Hopper was awarded 40 honorary degrees from Military career

Born December 9, 1906
] to the COBOL language, which was inspired by her idea of a language being based on English words. New York City, New York, U.S.
, she retired from the Naval Reserve, but in 1967, the Navy recalled her to active duty. She retired from Died January 1, 1992 (aged 85)
in 1986 and found work as a consultant for the Digital Equipment Corporation, sharing her computing Arlington, Virginia, U.S.
nces. Other names "Amazing Grace", "Grandma
coBoL"
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PARALLEL COMPUTING GROUP FUNDING PERSPECTIVE (ALPHA@QUNITO)

- ParaPhrase (EC-STREP, 7th FP): Parallel Patterns for Adaptive Heterogeneous Multicore Systems (2011, 42 months, total cost 4.2M €).

Parallel computing
HPC

* BETTY (EC-COST Action1201): Behavioural Types for Reliable Large-Scale Software Systems. (2012, 48 months).

- CINA (MIUR PRIN): Compositionality, Interaction, Negotiation, Autonomicity for the future ICT society (2013, 36 months).

- REPARA (EC-STREP, 7th FP): Reengineering and Enabling Performance And poweR of Applications (2013, 36 months, total cost 3.5M €). 201 1
- NESUS (EC-COST Action IC1305): Network for Sustainable Ultrascale Computing (2014, 48 months, total cost 400K).
* C3S: Competence Center on Scientific Computing (2014, Compagnia di San Paolo, founding 900K €).

- Rephrase (EC-RIA, H2020, ICT-2014-1): Refactoring Parallel Heterogeneous Resource-Aware Applications — a Software Engineering Approach (2015,
36 months, total cost 3.5M €).

- cHiPSet (EC-COST Action 1C1406): High-Performance Modelling and Simulation for Big Data Applications (2015, 48 months, total cost 500K).

- OptiBike (EU 14MS): Robust Lightweight Composite Bicycle design and optimization, an experiment of EU i4MS Fortissimo?2 project (2017, 24 months,
total cost 230K €).

- Toreador (EC-RIA, H2020, ICT-2015-16): TrustwOrthy model-awaRE Analytics Data platfORm (2015, 36 months, total cost 6.2M €).

* HPC4AI (Regione Piemonte, INFRA_P): Turin’s centre in High-Performance Computing for Artificial Intelligence (2018, 24 months, total cost 4.5M €). _ ]
Machine Learning

Cloud

- DeepHealth (EC-IA, H2020, ICT-2018-11): Deep-Learning and HPC to Boost Biomedical Applications for Health (2019, 36 months, total cost 12.8M¥€).
- MnemoComputing (Compagnia di SanPaolo): Components for Processing In Memory (2019, 24 months, total cost 70K€)

* PDEvolve Deep Learning + HPC (ICT-11-b - under evaluation) AONRS

- ExaTrain Deep Learning + HPC (Marie Curie - under evaluation)

13



REINFORCED DEEP LEARNING

I | Reward

Take

action

parameter 6

Observe state

| Environment

It might
look goofy ...

-day (Training)

Petaflop/s
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o
d

.0001

.00001

AlexNet to AlphaGo Zero: A 300,000x Increase in Compute

1 8001

f * Xception e TI7 Dota 1vi
il ® DeepSpeech2
— ¢ ResNets
N e GoogleNet
4  eAlexNet Visualizing and Understanding Conv Nets
. e Dropout
- eDQN
| | I | I I |
2013 2014 2015 2016 2017 2018 2019
Year
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Rmax Rpeak Power

Rank Site System Cores (TFlop/s) (TFlop/s) (kW)
1 DOE/SC/0ak Ridge National Summit - IBM Power System 2,397,824 143,500.0 200,794.9 9,783
Laboratory AC922, IBM POWER9 22C 3.07GHz,
United States NVIDIA Volta GV100, Dual-rail
Mellanox EDR Infiniband
IBM
2 DOE/NNSA/LLNL Sierra - IBM Power System 1,572,480 94,640.0 125,712.0 7,438
United States S922LC, IBM POWERY 22C 3.1GHz,

NVIDIA Volta GV100, Dual-rail
Mellanox EDR Infiniband
IBM / NVIDIA / Mellanox

19 CINECA Marconi Intel Xeon Phi - CINECA 348,000 10,384.9 18,816.0
Italy Cluster, Lenovo SD530/S720AP,
Intel Xeon Phi 7250 68C

2 NV| D|A V1 OO ) |nte| E5-2699V4 ;).:t(;Hz/Platinum 8160, Intel Omni-

Lenovo

» 32 bit ~15TFLOPS » 64 bit ~200GFLOPS

» 5120 cores + 640 tensor » 22 cores HT + AVX2 » Marconi

cores . 150W. cost: ~4KE » 64 bit ~10PFLOPS

»  300W, cost: ~/KE€ » 350,000 KNL 68 cores
»  3MW, cost: 30M£

| MARCONI ANEW

| SUPERCOMPUTER FOR

| ITALIAN AND EUROPEAN
|  RESEARCH COMMUNITY

Min training time
AlphaZero ~36
years

Min training time
AlphaZero ~684
years

Min training time

AlphaZero ~1 hour

15



THE NEW TURING GPU S —
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TENSOR
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TENSOR

INT32 FP32 CORES

INT32 FP32

NVIDIA TESLA T4 SPECIFICATIONS

LD/ST LD/ST LD/ST LDIST SFU LD/IST LD/ST LD/IST LD/IST SFU

Performance TURING TENSOR CORES

320

NVIDIA CUDA® CORES

2,960

SINGLE PRECISION PERFORMANCE
(FP32)

8 . 1 TFLOPS

MIXED PRECISION (FP16/FP32)

6 5 FP16 TFLOPS

INT8 PRECISION
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Figure 4.  Turing TU102/TU104/TU106 Streaming Multiprocessor (SM)




THE NEW TURING GPU
LESS THAN 2500€

Warp Scheduler + Dispatch (32 thread/clk)

Register File (16,384 x 32-bit)

(INT + FP instructions) / FP instructions

1.6

1.4

1.
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.

0.

(o]
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o

0.

FN

0.

N

o

Battlefield1

CONCURRENT
EXECUTION

w > x 5
> = 5 3 -
o ) (2 o £
= 2
w

The Division

Per 100 FP instructions,
average 36 INT PIPE instructions
(ie iadd, select, fp min/max, compare etc)

GeoMean

FP PIPE

TENSOR
INT32 FP32 CORES

LD/ST LD/ST LD/IST LDIST SFU

Warp Scheduler + Dispatch (32 thread/clk)

Register File (16,384 x 32-bit)

TENSOR
INT32 FP32 CORES

LD/ST LD/ST LD/ST LD/IST SFU

Warp Scheduler + Dispatch (32 thread/clk)

Register File (16,384 x 32-bit)

TENSOR
INT32 = FP32 —

LD/IST LDIST LD/IST LD/IST SFU

Warp Scheduler + Dispatch (32 thread/clk)

Register File (16,384 x 32-bit)

TENSOR
INT32 FP32 CORES

LD/ST LD/ST LD/ST LD/ST SFU

96KB L1 Data Cache / Shared Memory

Tex

Tex
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Figure 4.

Turing TU102/TU104/TU106 Streaming Multiprocessor (SM)
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FROM FP32 TO FP16 TO INT8, AS WELL AS INT4

TURING TENSOR CORES TURING TENSOR CORES TURING TENSOR CORES

FP16 NIT8 N4

L od
ittt ' 4
AT LT 1T 32T 2 TTETTTETTET f

GNMT

Resnetdl DeepSpeech2
T4 T4 T4
CPU CPU CPU
0 5X 10X 15X 20X 25X 30X 35X 40X 0 5X 10X 15X 20X 25X 30X 35X 40X 0 5X 10X 15X 20X 25X 30X 35X 40X 17
Inference Speedup Inference Speedup Inference Speedup !
1



Ternary Neural Networks for Resource-Efficient Al
Applications

Hande Alemdar*®, Vincent Leroy*, Adrien Prost-Boucle!, Frédéric Pétrot!
*Univ. Grenoble Alpes, CNRS, Grenoble INP, LIG, F-38000 Grenoble, France
TUniv. Grenoble Alpes, CNRS, Grenoble INP, TIMA, F-38000 Grenoble, France
Email: name.surname @univ-grenoble-alpes.fr

Abstract—The computation and storage requirements for Deep
Neural Networks (DNNs) are usually high. This issue limits their
deployability on ubiquitous computing devices such as smart
phones, wearables and autonomous drones. In this paper, we
propose ternary neural networks (TNNs) in order to make deep
learning more resource-efficient. We train these TNNs using a
teacher-student approach based on a novel, layer-wise greedy
methodology. Thanks to our two-stage training procedure, the
teacher network is still able to use state-of-the-art methods such
as dropout and batch normalization to increase accuracy and
reduce training time. Using only ternary weights and activations,
the student ternary network learns to mimic the behavior of its
teacher network without using any multiplication. Unlike its {-1,1}
binary counterparts, a ternary neural network inherently prunes
the smaller weights by setting them to zero during training. This
makes them sparser and thus more energy-efficient. We design a
purpose-built hardware architecture for TNNs and implement it
on FPGA and ASIC. We evaluate TNNs on several benchmark
datasets and demonstrate up to 3.1 x better energy efficiency with
respect to the state of the art while also improving accuracy.

TERNARY NEURAL NETWORK DEFINITIONS FOR A SINGLE NEURON 1

eliminating the need for multiplications [10], [11], [12]. The
main drawback of these approaches is a significant degradation
in the classification accuracy in return for a limited gain in
resource efficiency.

This paper introduces ternary neural networks (TNNs) to
address these issues and makes the following contributions:

o« We propose a teacher-student approach for obtaining
Ternary NNs with weights and activations constrained to
{—1,0,1}. The teacher network is trained with stochastic
firing using back-propagation, and can benefit from all
techniques that exist in the literature such as dropout [13],
batch normalization [14], and convolutions, The student
network has the same architecture and, for each neuron,
mimics the behavior of the equivalent neuron in the teacher
network without using any multiplications,

o We design a specialized hardware that is able to process
TNNs at up to 2.7 x better throughput, 3.1x better energy

TABLE 1

Teacher network

Student Network

Weights W; = [w;],w; € R

W; = [Wj],Wj = {—1,0, 1}

Bias b; € R b;° € Z
b;" € Z
Transfer y; = W.'x + b; yi = W;Tx
Function
—1 with prob. —p if p < 0 —1 ify; < b;%
Act. Fun n} =<¢ 1 with prob. p if p > 0 n; =41 if y; > b;™
0 otherwise 0 otherwise

where p = tanh(y;),p € (—1,1)

without extensive data augmentation. TNN’s error rate on
MNIST is 1.67% with a single 3-layer MLP with 750 neurons
in each layer. Bitwise NNs [10] with 1024 neurons in 3
layers achieves a slightly better performance. TNN with an
architecture that has similar size to Bitwise NN is worse due to
over-fitting. Since TNN selects a different sparsity level for each
neuron, it can perform better on smaller networks, and larger
networks cause over-fitting on MNIST. Bitwise NN’s global
sparsity parameter has a better regularization effect on MNIST

TABLE IV
CLASSIFICATION PERFORMANCE - ERROR RATES (%)

A. Hardware Architecture

Figure 3 outlines the hardware architecture of a fully-
connected layer in a multi-layer NN. The design forms a
pipeline that corresponds to the sequence of NN processing
steps. For efficiency reasons, the number of layers and the
maximum layer dimensions (input size and number of neurons)
are decided at synthesis time. For a given NN architecture, the
design is still user-programmable: each NN layer contains a
memory that can be programmed at run-time with neuron
weights or output ternarization thresholds b and b™. As
seen in the previous experiments of Section IV, a given NN
architecture can be reused for different datasets with success.

MNIST  CIFARI0 SVHN GTRSB  CIFARI100 : : .
Fully Discrotized Ternary values are represented with 2 bits using usual two’s
TNN (This Work) 1.67 12.11 273 0.98 48.40 complement encoding. That way, the compute part of each
ggﬁg“ﬁgl[ll]é][lz] ?32 16.59 3.34 3.50 4436 peuron is reduced to just one integer adder/subtractor and one
Layer n
Partially Discretized Achieh acten Output Layer
Binarized NN [6] 0.96 10.15 253 n-1 neurons n
BC [15] 1.29 9.90 2.30 2 RAM |5 2
TC [9] 115 12.01 242 RAM .' _’L w [€ : Azﬂ .' "lz RCVM Dl
TWN [8] 0.65 7.44 b b -1 2 " .1 —
EBP [24] 2.20 SEE | /=< < <
XNOR-Net [16] 9.88
DoReFa-Net [7] 2.40 Fig. 3. Hardware implementation scheme of ternary neural network
2552
W tanh(WTz + b) <10% n'
200 2000 : : : 4 : ,
150 ¢ L 1 1500 ¢ 3t
100 | ] 1000 | 2t
0 _ 0 ' 0 : . .
t° th -1 -0.5 0 0.5 1 -1 0 1
A% -yl yt 4 n®
1000 2000 Y oYY 4 X10° ,
800 1500 | 3|
600 |
1000 ¢ 2+
400 ¢
200 L 500 [ 1 ¥
0 : : 0 0 .
-1 0 1 -1 0 1

Fig. 1. Example ternarization for a single neuron
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PROGRAMMING MODELS AND APPLICATIONS
DEEP LEARNING

- Training
Compute: very demanding

Network: asynchronous, associative, commutative = Not demanding

Precision requirement: single or even less

. |Inference

Compute: not demanding quantisable
Embarrassingly parallel = Not demanding

Precision requirement: quantisable up to 1 bit with decent performances

19



Supported Arm || Cisco IBM NVidia || E4Engineering || Loquendo || Consoft
by

Ly BlueReply || CSP || AizoOn || O.R.S. || Reply || Exemplar || NetValue || Celi || LabInf
EE

Comau FCA || Leonardo || Prima Industrie || General Motors || IREN TIM

Intesa SanPaolo || Reale Mutua || Banca Sella || ToplX || TorinoWireless || INRIM || SITI Al-on-demand platform
http://www.hpc4ai.1t

Technological i Collegio Citta Salute || Fondazione 1T Human
Partner GARR |[ INFN-TO Carlo Alberto || e Scienza 1SI Shlz Genova || Technopole
Facts
Universities QDIPINF DIPES) DET HPC
and @PoliTO + INFRA-P call Nov. 2017
Departments (DIPMAT DIPFIL ) POLITO

- Ranked 1st on ~30
meoHium| | (DAuIN ) gk submitted projects

+ Kick-off mid apr 2018
] SmartData HPC . 45M€ funding

| / Y / | \ 2 partners

(DiPGIU

Data Centers

= 8 associated partners

s

luwuw

IUE[UUUHT

= = - Coord. M. Aldinucci
Hardware oD, == Federated cloud islands = D) _ ,
green  gpecialised GARR cloud “Piemonte zone” specialised ~ green ‘ Many iIndustrial
cooling elands islands cooling
(non federated) StakehOlderS
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Kind of service Services Artifacts

Domain experts with no skills on ML and Service-as-a- SaasS for ML and BDA Market place for ML and BDA

BDA. Service (SaaS) designed within HPC4Al services: Dashboards, trained
partners models in several domains (NLP

Training set not required. Off-the-shelf Vision, ...)

algorithms/networks.

Domain experts skilled on ML and BDA. Platform-as-a- PaaS solutions for ML and Market place of VMs and

Not expert in parallel computing. Service (PaaS) BDA directly designed within Platforms realising software
HPC4Al or companion stacks for ML and BDA. Solutions

New networks or pipelines; training set projects for data ingestion, data lake, etc.

required.

Researchers, cloud engineering, ML and BDA 1) Infrastructure- 1) GARR/other cloud able to 1) Openstack, docker, VM, object

framework designers, cloud engineers, stack as-a-Service (laaS) support federation storage, file storage, kubernetes,
and automation designers. etc.
2) Metal-as-a-
Service (laaS) 2) Job scheduler for HPC 2) Alternative cloud, job queue,
resources Big Data Stack (Spark, ...).
Researchers, run-time designers. Hardware Bare Metal Multicore, GPU, storage, network,

switch, UPS, cooling, etc.
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By bigdata-charmers « xenial « Stable

This is a six unit big data cluster that includes Hadoop 2.7.3 and other components from Apache
Bigtop. By leveraging Rsyslog and Apache Flume, this bundle provides an environment for
analysing syslog events in Apache Zeppelin web notebooks.
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EXAMPLE PAAS ON BARE METAL: KUBERNETES-AS-A-SERVICE

< & daas.cloud.garr.it:17070/gui/ ¢
DI FastFlow News Pub Europar Editor +
@ JUJU marco.aldinucci /  untitled-model ~ Q Search the store @ &
5 applications = 2 machines = status +
(@ 1easyrsa 0 P
),
1 etcd €

0 flannel

-
®

1 kubernetes-worker a

1 kubernetes-master

©

©

Deploy changes (33)

M. Aldinucci et al. “HPC4Al, an Al-on-demand federated platform endeavour,” in ACM Computing Frontiers, Ischia, Italy, 2G4 8.



EXAMPLE PAAS ON VMS: BIGDATA-AS-A-SERVICE

> G )
slave rsyslog-forwarder-ha plugin client

2y

ganglia namenode

M. Aldinucci et al. “HPC4Al, an Al-on-demand federated platform endeavour,” in ACM Computing Frontiers, Ischia, ltaly, 2Q18.



WHAT'S NEXT?

OpenPose

OpenPose represents the first real-
time multi-person system to jointly
detect human body, hand, and
facial keypoints (in total 130
keypoints) on single images.

Caffe

Image-to-Image
Translation with
Conditional
Adversarial
Networks

This is our PyTorch
implementation for both unpaired
and paired image-to-image

Frmrne ] st~

Browse Frameworks

Model Zoo

Discover open source deep learning code and pretrained models.

Mask R-CNN

This is an implementation of Mask
R-CNN on Python 3, Keras, and
TensorFlow. The model generates
bounding boxes and segmentation
masks for each instance of an
object in the image. It's based on
Feature Pyramid Network (FPN)
and a ResNet101 backbone.

Subscribe

We send out monthly emails

showcasing the best or most

notable models released each
month. Sign up to receive updates!

Subscribe

Browse Categories

FastPhotoStyle

A Closed-form Solution to
Photorealistic Image Stylization

vid2vid

Pytorch implementation of our
method for high-resolution (e.g.

2048x1024) photorealistic video-to-

video translation.

NLP

(O Backfed Input Cell
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/\ Noisy Input Cell
Hidden Cell

O Probablistic Hidden Cell

/N Spiking Hidden Cell

. Output Cell

. Match Input Output Cell

‘ Recurrent Cell

‘ Memory Cell

A mostly complete chart of

Neural Networks ........o.

©2016 Fjodor van Veen - asimovinstitute.org
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FOLLOW-UP PROJECT (2018 _ICT-11-A EU 1A, 13M£)
DEEPHEALTH: DEEP-LEARNING AND HPC TO BOOST BIOMEDICAL APPLICATIONS FOR HEALTH
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FROM HPC TO BIGDATA TO DEEP LEARNING

. HPC

Send/recv, batch, CPU intensive
Programmer should have the direct knowledge of all processes and all communica

- Exascale HPC

Data movements rather than compute power "
Beyond locally synchronous data parallelism? Tasks? - < O—ll

- BigData (more abstract) O <'nm// .

How MapReduce Works?

Mostly streams & I/O: intensive, interactive A
Virtualised, cloud stack, Platform/Service-as-a-Service, 1] 4 | O—
service composition =

O(n) algoritms - no more!

- Deep Learning (much more abstract)

Naturally asynchronous, permissive, low precision
Both batch (training) and stream (inference) ‘




PROBLEMS SOLVED (PROGRAMMING MODEL)

- HPC: large-scale locally synchronous (stencil)

Low-level: MPI

High-level: open problem. Tasks?

- Big Data analytics

MapReduce programming model (data tlow run-time)

- Deep learning

- Training: APl and architecture for scale-up well understood (GPU/Tensor)

Inference: Quantisation + Prcessing-in-Memory new unfolding

M. Aldinucci, M. Drocco, C. Misale, and G. Tremblay, “Languages for Big
Data analysis,” in Encyclopedia of Big Data Technologies, Springer, 2819



OPEN PROBLEMS (PROGRAMMING MODEL)

- DL: Distributed training at scale

- Today: lock-step all-to-all weight exchange, i.e.
globally synchronous — not scalable

time Wo
Worker A Worker B
A - A 57 B N B
wi = wq + 07 (wp) ) w; = wq + 07 (wp)
Not received ‘ Received Noil received | Received
\L A B - \I’ B A )
wi + 05 (w?') w1 + 01 (wo) w? + 05 (w?) wy + 01(wo)
! +05'(wy' + 67 (w(0)) +05 (wy + 07'(wo))

P. Viviani, M. Drocco, D. Baccega, and M. Aldinucci, “Deep Learning at Scale,” PDP 2019

Dataset g
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1 1 1
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1 1T 1 1

- Q@ = @ == @ = @ =
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OPEN PROBLEMS

- General methodology

Most of the paper “observe” network x on data y with tuning z

- Distributed memory hierarchy

Data movement prevails computation

- Privacy and data marketplace

Multi-party computation
Federated learning

Inference: a complete programming ecosystem
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FUTURE HORIZONS (PROGRAMMING MODEL)

- Specialisation: accelerators are the key

Deep Learning
Quantum computing

Neuromorphic

Programming models: methodology is the key

Should be simple and compositional as sequential or web services coding

Performance is not the on\y Issue: time-to-market, cost, correctness, ...
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(Tech) World Isn’t Flat:

ution of most referenced patents

lllchlgan Ilinois
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Texas
(Houston, Tl, Freescale
, S. Diego U. Texas)
(Qualcomm, Defense

Mason University UCLA, UCSD)

FUTURE HORIZONS




